Solving for Sums of Squares in Regression
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Hypothesis Testing

Yi = β0 + β1X2i + β2X2i + … + βQXQi + εi

The omnibus regression hypothesis is that none of the Xs predict Y, such that

H0: β = 0, since β΄ = (β1, β2, β3, …, βq).

Notice that β0 is not included. This is because if β0 = 0, Y would have to have a mean of zero, assuming H0 is true.

We have seen the partitioning of sums of squares:

SST = SSR + SSE
SST = 
[image: image13.wmf](

)

2

i

Y

Y

å

-

= y(y, where y is a deviation score vector.

SSR​ = 
[image: image14.wmf](

)

å

-

2

i

Y

Y

ˆ

= 
[image: image15.wmf]y

ˆ

y

ˆ

¢

 = y(X(X(X)-1X(y
SSE = 
[image: image16.wmf](

)

å

-

2

i

Y

ˆ

Y

= e(e = (y – Xb)((y – Xb)

To correct the SSR for the intercept, we subtract a function of the mean of Y: 
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COMPUTE meany = csum(y)/nrow(y).

COMPUTE ssr2 = t(y)*x*inv(t(x)*x)*t(x)*y – (nrow(x)*meany*meany).

The preferred method would be to compute deviation vectors for y and use those throughout the SS computations.

COMPUTE meany = csum(y)/nrow(y).

COMPUTE dy = y-meany.
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